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Recommender systems aim to recommend relevant items (e.g., 

products and news) to users via mining and understanding their 

preferences for items. Thanks to the development of 

recommendation techniques over the past decades, they have been 

widely used in various web services such as Amazon.com and 

eBay.com for improving sale of products and increasing click-

through rate of advertisements. However, within most of these 

web services, the number of customers and products is 

dramatically growing, making recommendation more challenging 

than ever before. Consequently, it is challenging to generate 

immediate response to fond out potentially-preferred products for 

customers via analyzing large-scale yet sparse browsing, 

purchasing and searching data.

Why hashing?

1. Save memory consumption

ABSTRACT

Precisely recommending relevant items from massive candidates 

to a large number of users is an indispensable yet computationally 

expensive task in many online platforms (e.g., Amazon.com and 

Netix.com). A promising way is to project users and items into a 

Hamming space and then recommend items via Hamming 

distance. However, previous studies didn't address the cold-start 

challenges and couldn't make the best use of preference data like 

implicit feedback. To fill this gap, we propose a Discrete Content-

aware Matrix Factorization (DCMF) model, 1) to derive compact 

yet informative binary codes at the presence of user/item content 

information; 2) to support the classification task based on a local 

upper bound of logit loss; 3) to introduce an interaction 

regularization for dealing with the sparsity issue. We further 

develop an efficient discrete optimization algorithm for parameter 

learning. Based on extensive experiments on three real-world 

datasets, we show that DCMF outperforms the state-of-the-arts on 

both regression and classification tasks.
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Discrete Content-aware Matrix Factorization
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2. Reduce running time

Dataset #users #items #ratings Density

MovieLens 69,838 8,940 9,983,758 1.60%

Yelp 13,679 12,922 640,143 0.36%

Amazon 35,151 33,195 1,732,060 0.15%

CONCLUSION

In this paper, we propose Discrete Content-aware Matrix 

Factorization for investigating how to learn informative and 

compact hash codes for users and items at the presence of content 

information, and extend the recommendation task from regression 

to classification. Simultaneously, we suggest an interaction 

regularization, which penalizes non-zero predicted preference, for 

dealing with the sparsity challenge. We then develop an efficient 

discrete optimization algorithm for learning hash codes for users 

and items. The evaluation results of the proposed algorithm on 

three public datasets not only demonstrates the capability of the 

proposed algorithm for incorporating content information, but 

also outperforms the state-of-the-art hashing-based collaborative 

filtering algorithms on both regression and classification tasks. 

And it is interestingly observed that the interaction regularization 

could greatly improve the recommendation performance when the 

user-item matrix is sparse, verifying the effect of the interaction 

regularization at addressing the sparsity issue.
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Since matrix factorization often generates the best sole-model 

performance, we choose it for this study. Based on the learned 

latent factors of both users and items, we apply the sign function 

to map them into one or minus one.

CONTRIBUTIONS

• We study how to hash users and items at the presence of

their respective content information for fast recommendation

in both regression and classification tasks.

• We develop an efficient discrete optimization algorithm

for tackling discretization, balanced and de-correlated constraints

as well as interaction regularization.

• Through extensive experiments on three public datasets,

we show the superiority of the proposed algorithm to the

state-of-the-arts.
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EXPERIMENTS & RESULTS

Statistics of Dataset

Metric

• NDCG for regression       

• MPR for classification

In-matrix Regression

 DCMF is superior to DCF

 Effective mixed-Integer optimization algorithm

Out-matrix Regression

 Address cold-start problem well

 Effective discrete optimization algorithm

Classification

 Effectiveness of content information and interaction 

regularization

 Superiority of DCMF to DCF

 Effectiveness of mixed-integer optimization

 Superiority of DCMF to LibFM on sparse datasets

Convergence curve
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